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#### Abstract

This paper presents a method of evaluation of the moments of $K_{\nu}(t) / I_{\nu}(t)$. Two pairs of expressions, each consisting of two series, are obtained according to the index being an even or an odd integer. The method is an extension of the method used by Watson. Values are tabulated to 12D for $\nu=0(1) 2$.


In a recent paper [1], Roberts considered the computation of the integral

$$
\begin{equation*}
M_{k}^{(\nu)}=\int_{0}^{\infty} t^{k} \frac{K_{\nu}(t)}{I_{\nu}(t)} d t \quad(k \geqq 2 \nu) \tag{1}
\end{equation*}
$$

where $I$, and $K$, are modified Bessel functions. He developed the integral into an 'asymptotic series' suitable for computation when $k$ is a large integer. When $k$ is otherwise a small integer, he integrated numerically the following equivalent integral by using Simpson's rule:

$$
\begin{equation*}
M_{k}^{(\nu)}=\frac{1}{k+1} \int_{0}^{\infty} \frac{t^{k}}{I_{\nu}^{2}(t)} d t \quad(k \geqq 2 \nu) . \tag{2}
\end{equation*}
$$

In particular, values are tabulated to 8 S for $\nu=1$ and $k=2(1) 100$.
Some time ago, Watson [2] evaluated the integral in (2) when $k$ is an even integer. He developed the integral into two series by employing a method based on a modification of Plana's summation formula. It is found that this method can be extended to the case when $k$ is an odd integer. Furthermore, it is also found that the same integral can be developed into different series by a modification of the method. Altogether, two pairs of expressions are obtained according to $k$ being an even or an odd integer. It is the purpose of this paper to present such results. Values of the integral are thereby evaluated to 12 D for $\nu=0(1) 2$. It is mentioned that a method analogous to the present one was used recently by the authors for the evaluation of two Howland integrals [3].

For convenience, the integral is redefined, together with a factor, as follows:

$$
\begin{equation*}
L_{k}^{(\nu)}=\frac{2^{k+1}}{\pi(k!)} \int_{0}^{\infty} t^{k} \frac{K_{\nu}(t)}{I_{\nu}(t)} d t \quad(k \geqq 2 \nu) \tag{3}
\end{equation*}
$$

so that it tends asymptotically to unity as $k$ tends to infinity. The equivalent integral is

$$
\begin{equation*}
L_{k}^{(\nu)}=\frac{2^{k+1}}{\pi(k+1)!} \int_{0}^{\infty} \frac{t^{k}}{\bar{I}_{\nu}^{2}(t)} d t \quad(k \geqq 2 \nu) . \tag{4}
\end{equation*}
$$

The following results are obtained for $k \geqq \nu$ :

$$
\begin{align*}
L_{2 k}^{(p)}=\frac{2^{2 k+1}}{(2 k+1)!} & {\left[\frac{2^{2 \nu-1}(\nu!)^{2} \alpha}{\pi} \delta_{r, k}+\frac{\alpha}{\pi} \sum_{n=1}^{\infty} \frac{(n \alpha)^{2 k}}{I_{\nu}^{2}(n \alpha)}\right.} \\
& +(-1)^{p+k} \sum_{m=1}^{\infty} \frac{j_{m}^{2 k-1} \exp \left(-a_{m}\right)}{J_{p+1}^{2}\left(j_{m}\right) \sinh a_{m}} \\
& \left.\cdot\left\{2 k+1-a_{m}\left(1+\operatorname{coth} a_{m}\right)\right\}\right], \tag{5}
\end{align*}
$$

$$
\begin{aligned}
L_{2 k+1}^{(\nu)}=\frac{2^{2 k+2}}{\pi(2 k \mathbf{1}+2)!}[ & \frac{2 \alpha}{\pi} \sum_{n=1}^{\infty} \frac{(n \alpha)^{2 k+1}}{I_{\nu}^{2}(n \alpha)} \operatorname{Si}(n \pi) \\
& \quad-(-1)^{p+k} \sum_{m=1}^{\infty} \frac{j_{m}^{2 k}}{J_{\nu+1}^{2}\left(j_{m}\right) \sinh a_{m}} \\
& \left.\cdot\left\{\left(2 k+2-a_{m} \operatorname{coth} a_{m}\right) E_{3}\left(a_{m}\right)+a_{m} E_{2}\left(a_{m}\right)\right\}\right],
\end{aligned}
$$

and

$$
\begin{align*}
L_{2 k}^{(\nu)}=\frac{2^{k+1}}{(2 k:+1)!} & {\left[\frac{\alpha}{\pi} \sum_{n=0}^{\infty} \frac{\left(n \alpha+\frac{1}{2} \alpha\right)^{2 k}}{I_{\nu}^{2}\left(n \alpha+\frac{1}{2} \alpha\right)}\right.} \\
& \quad-(-1)^{p+k} \sum_{m=1}^{\infty} \frac{j_{m}^{2 k+1} \exp \left(-a_{m}\right)}{J_{\nu+1}^{2}\left(j_{m}\right) \cosh a_{m}} \\
& \left.\cdot\left\{2 k+1-a_{m}\left(1+\tanh a_{m}\right)\right\}\right] \tag{6}
\end{align*}
$$

$$
\begin{aligned}
L_{2 k+1}^{(\nu)}=\frac{2^{2 k+2}}{\pi(2 k+2)!}[ & \frac{2 \alpha}{\pi} \sum_{n=0}^{\infty} \frac{\left(n \alpha+\frac{1}{2} \alpha\right)^{2 k+1}}{I_{\nu}^{2}\left(n \alpha+\frac{1}{2} \alpha\right)} \operatorname{Si}\left(n \pi+\frac{1}{2} \pi\right) \\
& +(-1)^{p+k} \sum_{m=1}^{\infty} \frac{j_{m}^{2 k}}{J_{\nu+1}^{2}\left(j_{m}\right) \cosh a_{m}} \\
& \left.\cdot\left\{2-\left(2 k+2-a_{m} \tanh a_{m}\right) E_{2}\left(a_{m}\right)-a_{m} E_{3}\left(a_{m}\right)\right\}\right] .
\end{aligned}
$$

The derivation will be described in the Appendix. The first expression in (6) is the one obtained before by Watson while the other three are all new. In these expressions, $\alpha$ is a positive constant, $\delta_{p, k}$ is Kronecker delta, $j_{m}$ is $m$ th positive zero of the Bessel function $J_{\nu}(z)$, and $a_{m}$ is

$$
\begin{equation*}
a_{m}=\pi j_{m} / \alpha \tag{7}
\end{equation*}
$$

In addition, Si is the sine integral, and $E_{2}$ and $E_{3}$ are

$$
\begin{align*}
& E_{2}(a)=E_{1}(a) e^{a} \pm E_{1}(-a) e^{-a}, \tag{8}
\end{align*}
$$

where $E_{1}$ is exponential integral defined by

$$
\begin{equation*}
E_{1}(a)=\int_{a}^{\infty} \frac{e^{-t}}{t} d t \tag{9}
\end{equation*}
$$

The integral can therefore be computed from one pair of the expressions and checked by the other pair. It is seen that each expression consists of two series. The
constant $\alpha$ is involved on the right of each expression only. This constant can be fixed to suit our convenience. The first series converges rapidly when $\alpha$ is large and the second series when $\alpha$ is small. The first series of the first expression in (5) represents, in fact, the value of the integral given by trapezoidal rule while the first series of the first expression in (6) represents the value given by rectangular rule. In each such series, $\alpha$ stands for the increment. Thus, the second series may be regarded merely as a correction. Its value can be made small by a proper choice of $\alpha$. In the present computation, $\alpha$ will be chosen as $2 / 5$.

The values of $\operatorname{Si}(n \pi / 2)$ have been tabulated recently, together with a factor $2 / \pi$, by the authors [4] to 25D for $n=1(1) 200$. Further values can be generated readily whenever needed. The computation of $I_{\nu}(n \pi / 2)$ from its series expansion is straightforward. For $\nu=2$ and $k=50$, to attain an accuracy of 12D, 160 terms of the first series are needed when $\alpha=2 / 5$ while 65 terms are needed when $\alpha=1$. To attain an accuracy of 8 D , the corresponding terms needed are 137 and 56 , respectively. The convergence is more rapid when $k$ is smaller. On the other hand, when $\nu$ is smaller, it seems that there is no appreciable effect on the convergence.

The readily accessible values of $j_{m}$ and $J_{v+1}\left(j_{m}\right)$ are the 10D tables for $\nu=0$ and 1 , [5], [6], and the 8 D tables for $\nu=0(1) 20$, [7]. The series expansion of $E_{1}$ is

$$
\begin{equation*}
E_{1}( \pm a)=-\gamma-\log a-\sum_{m=1}^{\infty} \frac{(\mp a)^{m}}{m(m!)} \quad(a>0) \tag{10}
\end{equation*}
$$

where $\gamma$ is Euler's constant. Or, when $a$ is large, it is given by the asymptotic series:

$$
\begin{align*}
E_{1}(a) e^{a} & \sim \frac{1}{a}\left(1-\frac{1}{a}+\frac{2!}{a^{2}}-\frac{3!}{a^{3}}+\cdots\right),  \tag{11}\\
E_{1}(-a) e^{-a} & \sim-\frac{1}{a}\left(1+\frac{1}{a}+\frac{2!}{a^{2}}+\frac{3!}{a^{3}}+\cdots\right),
\end{align*}
$$

from which

$$
\begin{align*}
& E_{2}(a) \sim-\frac{2}{a^{2}}\left(1+\frac{3!}{a^{2}}+\frac{5!}{a^{4}}+\cdots\right),  \tag{12}\\
& E_{3}(a) \sim \frac{2}{a}\left(1+\frac{2!}{a^{2}}+\frac{4!}{a^{4}}+\cdots\right) .
\end{align*}
$$

To attain a resulting accuracy of 12 D , the existing values of $j_{m}$ are adequate to compute $E_{2}\left(a_{m}\right)$ and $E_{3}\left(a_{m}\right)$ from the asymptotic series in (12) for $m \geqq 2$ when $\alpha=2 / 5$. For $m=1$, however, a more accurate value is needed because $E_{2}$ and $E_{3}$ are now to be computed through $E_{1}$ from the series expansion in (10). The accuracy of this value of $j_{m}$ can be improved readily by using Newton-Raphson method. Generally, two or three terms only are needed to compute the second series when $\alpha=2 / 5$. If $\alpha=1$, however, more terms are needed and the existing values of $j_{m}$ are adequate only for $m \geqq 3$. The Newton-Raphson method used to improve the accuracy of $j_{m}$ becomes less convenient as $m$ increases.

The computation is carried out on an IBM 360 computer with $\alpha=2 / 5$, except that $j_{1}$ and $E_{1}\left(a_{1}\right)$ are computed on an IBM 1620 computer. The values obtained from (5) and (6) are in full agreement as anticipated. The results rounded to 12 D for $\nu=$ $O(1) 2$ and $k=0(1) 50$ are shown in Table 1. Further values, whenever needed, can be

Table 1. Values of $L_{k}^{(v)}$.

| $k$ | $\nu=0$ | $\nu=1$ | $\nu=2$ |
| :---: | :---: | :---: | :---: |
| 0 | 0.870690132538 | - | - |
| 1 | 0.803900917636 | - | - |
| 2 | 0.823644985049 | 3.187296689195 | - |
| 3 | 0.852675268233 | 1.978010245582 | - |
| 4 | 0.878475770309 | 1.600627129552 | 12.315470412653 |
| 5 | 0.899065056853 | 1.424656617498 | 6.094457614644 |
| 6 | 0.914946162433 | 1.325918942931 | 4.174522320814 |
| 7 | 0.927116581113 | 1.263928631012 | 3.272833232861 |
| 8 | 0.936508478570 | 1.221847866745 | 2.758594510788 |
| 9 | 0.943858097667 | 1.191566469698 | 2.429667333230 |
| 10 | 0.949709422104 | 1.168767808594 | 2.202564515499 |
| 11 | 0.954452952651 | 1.150977823274 | 2.036944870932 |
| 12 | 0.958366307882 | 1.136692978364 | 1.911090512711 |
| 13 | 0.961647184527 | 1.124954089453 | 1.812341551172 |
| 14 | 0.964437617071 | 1.115123348689 | 1.732851832433 |
| 15 | 0.966841018924 | 1.106761127121 | 1.667515191636 |
| 16 | 0.968933887445 | 1.099554741112 | 1.612873194511 |
| 17 | 0.970773775696 | 1.093275616141 | 1.566504040329 |
| 18 | 0.972404724159 | 1.087752614717 | 1.526663241586 |
| 19 | 0.973860986022 | 1.082854898686 | 1.492063340085 |
| 20 | 0.975169609552 | 1.078480598034 | 1.461733961102 |
| 21 | 0.976352252270 | 1.074549120510 | 1.434930121873 |
| 22 | 0.977426474597 | 1.070995806445 | 1.411070512670 |
| 23 | 0.978406676763 | 1.067768132306 | 1.389694950537 |
| 24 | 0.979304787989 | 1.064822960869 | 1.370434420602 |
| 25 | 0.980130781087 | 1.062124513911 | 1.352989575718 |
| 26 | 0.980893062216 | 1.059642853502 | 1.337115039593 |
| 27 | 0.981598769992 | 1.057352727807 | 1.322607767635 |
| 28 | 0.982254007871 | 1.055232682414 | 1.309298293923 |
| 29 | 0.982864026700 | 1.053264367988 | 1.297044063304 |
| 30 | 0.983433369607 | 1.051431995068 | 1.285724291639 |
| 31 | 0.983965988076 | 1.049721900524 | 1.275235960814 |
| 32 | 0.984465335739 | 1.048122199705 | 1.265490666668 |
| 33 | 0.984934444761 | 1.046622505033 | 1.256412115193 |
| 34 | 0.985375988503 | 1.045213696624 | 1.247934116619 |
| 35 | 0.985792333267 | 1.043887733988 | 1.239998965560 |
| 36 | 0.986185581304 | 1.042637500440 | 1.232556123214 |
| 37 | 0.986557606761 | 1.041456673764 | 1.225561137869 |
| 38 | 0.986910085885 | 1.040339618070 | 1.218974754899 |
| 39 | 0.987244522542 | 1.039281292901 | 1.212762178534 |
| 40 | 0.987562269874 | 1.038277176444 | 1.206892456032 |
| 41 | 0.987864548760 | 1.037323200354 | 1.201337961206 |
| 42 | 0.988152463624 | 1.036415694191 | 1.196073959089 |
| 43 | 0.988427016024 | 1.035551337843 | 1.191078237246 |

Table 1. Values of $L_{k}^{(v)}$ (continued).

| $k$ | $\nu=0$ | $\nu=1$ | $\nu=2$ |
| :---: | :---: | :---: | :---: |
| 44 | 0.988689116376 | 1.034727120631 | 1.186330792113 |
| 45 | 0.988939594107 | 1.033940306021 | 1.181813561011 |
| 46 | 0.989179206479 | 1.033188401068 | 1.177510192275 |
| 47 | 0.989408646286 | 1.032469129861 | 1.173405847289 |
| 48 | 0.989628548574 | 1.031780410377 | 1.169487029405 |
| 49 | 0.989839496548 | 1.031120334234 | 1.165741435557 |
| 50 | 0.990042026761 | 1.030487148939 | 1.162157827149 |

Table 2. Values of $c_{n}^{(\nu)}$.

| $n$ | $\nu=0$ | $\nu=1$ | $\nu=2$ |
| :---: | :---: | :---: | :---: |
| 1 | $-0.500000000000$ | 1.500000000000 | 7.500000000000 |
| 2 | 0.062500000000 | 0.562500000000 | 14.062500000000 |
| 3 | -0.17708 3333333 | 0.531250000000 | 12.656250000000 |
| 4 | 0.021809895833 | 0.172851562500 | 7.250976562500 |
| 5 | -0.11285 8072917 | 0.222949218750 | 2.192871093750 |
| 6 | 0.01009792752 | 0.05631103516 | $-0.05218505859$ |
| 7 | -0.08359 03592 | 0.1267848424 | -0.71666 17257 |
| 8 | 0.005555340 | 0.024542529 | -0.52561 0277 |
| 9 | -0.06640 809 | 0.08858257 | -0.40423 078 |
| 10 | 0.0034603 | 0.0135942 | -0.20316 24 |
| 11 | -0.05504 6 | 0.068602 | -0.18946 0 |
| 12 | 0.00236 | 0.00870 | -0.09267 |
| 13 | -0.0470 | 0.0562 | -0.1187 |

computed either from the asymptotic series for the original integral given by Roberts or from a similar series for the equivalent integral given by Brenner and Sonshine [8]. By referring to the former, the series after a slight modification becomes

$$
\begin{equation*}
L_{k}^{(\nu)} \sim 1+c_{1}^{(\nu)} /\binom{k}{1}+c_{2}^{(\nu)} /\binom{k}{2}+c_{3}^{(\nu)} /\binom{k}{3}+\cdots . \tag{13}
\end{equation*}
$$

Note that here $c_{n}^{(\nu)}$ is Roberts' $b_{n}$ divided by $n$ !. The first 13 coefficients of $c_{n}^{(\nu)}$ for $\nu=0(1) 2$ are given in Table 2. They are adequate to generate values of the integral to 12D when $k \geqq 50$.

As mentioned before, when $\nu=1$, the values of $M_{k}^{(1)}$ were tabulated by Roberts to 8 S for $k=2(1) 100$. When the present values are converted and compared, it is found that Roberts' values are generally correct, save for a frequent round-off error of one unit in the last digit. When $\nu=0$, the values of $(2 k+1) M_{2 k}^{(0)} /(k!)^{2}$ were tabulated recently by Smythe [9] to 8 S for $k=O(1) 83$. When the present values are converted and compared, it is found that the Smythe's values generally err in the last digit or occasionally in the seventh digit by one unit. When $\nu=2$, the values of $L_{k}^{(2)}$ were computed before by the first author [10] to 6 S for $k=4(2) 24$. Comparison shows that the previous values generally err in the fifth or sixth digit, save the first two which err in the third digit.

It is noted that the values of the integral can be used to evaluate allied integrals. For example, consider the following integrals:

$$
\begin{array}{ll}
S_{k}^{(\nu)} \\
C_{k}^{(\nu)} & (a)=\int_{0}^{\infty} t^{k} \frac{K_{\nu}(t)}{I_{\nu}(t)} \sin \cos
\end{array} \text { at dt } \begin{aligned}
& (k+1 \geqq 2 \nu), \\
& (k \geqq 2 \nu),
\end{aligned}
$$

(14)

$$
\underset{J_{k}^{(\nu, m, n)}}{I_{0}^{(\nu \cdot m, n)}}(a)=\int_{0}^{\infty} t^{k} \frac{K_{\nu}(t)}{I_{\nu}(t)} I_{m}(a t) \frac{I_{n}}{J_{n}}(a t) d t \quad(k+m+n \geqq 2 \nu),
$$

where $a$ is restricted to be positive and less than unity in the third integral but not restricted in the other integrals. Note that the third integral is in fact a more general integral than the one considered by Sneddon [11, p. 138]. With the aid of the following expansions [12, p. 147],

$$
\begin{equation*}
I_{m}^{J_{m}}(a t) \frac{I_{n}}{J_{n}}(a t)=\sum_{p=0}^{\infty} \frac{( \pm 1)^{p}}{(m+p)!(n+p)!}\binom{m+n+2 p}{p}\left(\frac{a t}{2}\right)^{m+n+2 p} \tag{15}
\end{equation*}
$$

and also with those of sine and cosine, the preceding integrals are developed into the following series:

$$
\begin{align*}
& S_{k}^{(v)}(a)= \frac{\pi(k!)}{2^{k+1}} \sum_{p=0}^{\infty}(-1)^{p}\binom{k+2 p+1}{2 p+1}\left(\frac{a}{2}\right)^{2 p+1} L_{k+2 p+1}^{(v)}, \\
& C_{k}^{(v)}(a)= \frac{\pi(k!)}{2^{k+1}} \sum_{p=0}^{\infty}(-1)^{p}\binom{k+2 p}{2 p}\left(\frac{a}{2}\right)^{2 p} L_{k+2 p}^{(p)} \\
& I_{k}^{(v, m, n)}  \tag{16}\\
& J_{k}^{(v, m, n)}(a)= \frac{\pi(k!)}{2^{k+1}} \sum_{p=0}^{\infty}( \pm 1)^{p}\binom{k+m+n+2 p}{k}\binom{m+n+2 p}{p} \\
& \quad \cdot\binom{m+n+2 p}{m+p}\left(\frac{a}{4}\right)^{m+n+2 p} L_{k+m+n+2 p}^{(v)}
\end{align*}
$$

A few values thus computed are shown below:

| $\nu$ | $k$ | $a$ | $S_{k}^{(\nu)}(a)$ | $C_{k}^{(\nu)}(a)$ |
| :---: | :---: | :---: | :---: | :--- |
| 0 | 1 | 1 | 0.4018417420 | 0.2900020075 |
| 1 | 2 | 1 | 1.391760847 | 1.292522901 |
| 2 | 4 | 1 | 16.44405746 | 9.459127980 |


| $\nu$ | $m$ | $n$ | $k$ | $a$ | $I_{k}^{(v, m, n)}(a)$ | $J_{k}^{(v, m, n)}(a)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 1 | $4 / 5$ | 0.5898063520 | 0.0829629247 |
| 1 | 1 | 1 | 2 | $4 / 5$ | 3.286901939 | 0.286807351 |
| 2 | 1 | 1 | 4 | $4 / 5$ | 213.7506170 | 4.19774356 |

Appendix. To derive (5), consider the contour integral

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint \frac{z^{k} d z}{(z-t) I_{\nu}^{2}(z) \sin (\pi z / \alpha)} \quad(k \geqq 2 \nu) \tag{A.1}
\end{equation*}
$$

where the contour is taken around the circle $|z|=R$ through a sequence of values such that the circle never passes through any pole of the integrand. $t$ is any point inside the circle. This integral tends to zero as $R$ tends to infinity. The poles of the integrand are

$$
\begin{equation*}
z=t, \quad z= \pm n \alpha, \quad z= \pm i j_{m}, \tag{A.2}
\end{equation*}
$$

where $n=1,2,3, \cdots$ and $m=1,2,3, \cdots$. In particular, when $k=2 \nu$, the origin $z=0$ is also a pole.

It follows from Cauchy's theorem of residues that the sum of residues at all the poles is zero. Consequently, the residue at $z=t$ is

$$
\begin{align*}
\frac{t^{k}}{I_{\nu}^{2}(t) \sin (\pi t / \alpha)}= & \frac{2^{2 v}(\nu!)^{2} \alpha}{\pi t} \delta_{2 v, k}-\frac{\alpha}{\pi} \sum_{n=1}^{\infty} \frac{(-1)^{n}(n \alpha)^{k}}{I_{\nu}^{2}(n \alpha)}\left\{\frac{1}{n \alpha-t}-\frac{(-1)^{k}}{n \alpha+t}\right\} \\
& +(-1)^{\prime} \sum_{m=1}^{\infty} \frac{\left(i j_{m}\right)^{k-1}}{J_{v+1}^{2}\left(j_{m}\right) \sinh a_{m}} \tag{A.3}
\end{align*}
$$

$$
\cdot\left[j_{m}\left\{\frac{1}{\left(j_{m}+i t\right)^{2}}-\frac{(-1)^{k}}{\left(j_{m}-i t\right)^{2}}\right\}\right.
$$

$$
\left.-\left(k+1-a_{m} \operatorname{coth} a_{m}\right)\left\{\frac{1}{j_{m}+i t}-\frac{(-1)^{k}}{j_{m}-i t}\right\}\right]
$$

Multiply both sides by $\sin (\pi t / \alpha)$ and integrate with respect to $t$ from zero to infinity. When $k$ is an even integer, the values of the three integrals on the right are

$$
\begin{align*}
& \int_{0}^{\infty} \frac{t \sin (\pi t / \alpha) d t}{n^{2} \alpha^{2}-t^{2}}=-(-1)^{n} \frac{\pi}{2} \\
& \int_{0}^{\infty} \frac{t \sin (\pi t / \alpha) d t}{j_{m}^{2}+t^{2}}=\frac{\pi}{2} \exp \left(-a_{m}\right)  \tag{A.4}\\
& \int_{0}^{\infty} \frac{t \sin (\pi t / \alpha) d t}{\left(j_{m}^{2}+t^{2}\right)}=\frac{\pi^{2}}{4 \alpha j_{m}} \exp \left(-a_{m}\right)
\end{align*}
$$

When $k$ is an odd integer, they are

$$
\begin{align*}
\int_{0}^{\infty} \frac{\sin (\pi t / \alpha) d t}{n^{2} \alpha^{2}-t^{2}} & =-\frac{(-1)^{n}}{n \alpha} \operatorname{Si}(n \pi), \\
\int_{0}^{\infty} \frac{\sin (\pi t / \alpha) d t}{j_{m}^{2}+t^{2}} & =\frac{1}{2 j_{m}} E_{3}\left(a_{m}\right),  \tag{A.5}\\
\int_{0}^{\infty} \frac{j_{m}^{2}-t^{2}}{\left(j_{m}^{2}+t^{2}\right)^{2}} \sin \frac{\pi t}{\alpha} d t & =-\frac{\pi}{2 \alpha} E_{2}\left(a_{m}\right) .
\end{align*}
$$

With these values, the two expressions in (5) are derived.
Next, to derive (6), consider the contour integral

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint \frac{z^{k} d z}{(z-t) I_{\nu}^{2}(z) \cos (\pi z / \alpha)} \quad(k \geqq 2 \nu), \tag{A.6}
\end{equation*}
$$

where the same contour is taken as before. The poles of the integrand are

$$
\begin{equation*}
z=t, \quad z= \pm\left(n+\frac{1}{2}\right) \alpha, \quad z= \pm i j_{m} \tag{A.7}
\end{equation*}
$$

where $n=0,1,2,3, \cdots$ and $m=1,2,3, \cdots$. Likewise, from Cauchy's theorem of residues, the residue at $z=t$ is
$\frac{t^{k}}{I_{\nu}^{2}(t) \cos (\pi t / \alpha)}=\frac{\alpha}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^{n}\left(n \alpha+\frac{1}{2} \alpha\right)^{k}}{I_{\nu}^{2}\left(n \alpha+\frac{1}{2} \alpha\right)}\left\{\frac{1}{n \alpha+\frac{1}{2} \alpha-t}+\frac{(-1)^{k}}{n \alpha+\frac{1}{2} \alpha+t}\right\}$
(A.8)

$$
\begin{aligned}
&+(-1)^{v} \sum_{m=1}^{\infty} \frac{i^{k} j_{m}^{k-1}}{J_{v+1}^{2}\left(j_{m}\right) \cosh a_{m}} \\
& \cdot\left[j_{m}\left\{\frac{1}{\left(j_{m}+i t\right)^{2}}+\frac{(-1)^{k}}{\left(j_{m}-i t\right)^{2}}\right\}\right. \\
&\left.\quad-\left(k+1-a_{m} \tanh a_{m}\right)\left\{\frac{1}{j_{m}+i t}+\frac{(-1)^{k}}{j_{m}-i t}\right\}\right]
\end{aligned}
$$

Multiply both sides by $\cos (\pi t / \alpha)$ and integrate with respect to $t$ from zero to infinity. According to $k$ being an even or an odd integer, the values of the three integrals on the right are, respectively,

$$
\begin{align*}
\int_{0}^{\infty} \frac{\cos (\pi t / \alpha) d t}{\left(n \alpha+\frac{1}{2} \alpha\right)^{2}-t^{2}} & =(-1)^{n} \frac{\pi}{(2 n+1) \alpha}, \\
\int_{0}^{\infty} \frac{\cos (\pi t / \alpha) d t}{j_{m}^{2}+t^{2}} & =\frac{\pi}{2 j_{m}} \exp \left(-a_{m}\right),  \tag{A.9}\\
\int_{0}^{\infty} \frac{j_{m}^{2}-t^{2}}{\left(j_{m}^{2}+t^{2}\right)^{2}} \cos \frac{\pi t}{\alpha} d t & =\frac{\pi^{2}}{2 \alpha} \exp \left(-a_{m}\right),
\end{align*}
$$

and

$$
\begin{align*}
\int_{0}^{\infty} \frac{t \cos (\pi t / \alpha) d t}{\left(n \alpha+\frac{1}{2} \alpha\right)^{2}-t^{2}} & =(-1)^{n} \operatorname{Si}\left(n \pi+\frac{1}{2} \pi\right) \\
\int_{0}^{\infty} \frac{t \cos (\pi t / \alpha) d t}{j_{m}^{2}+t^{2}} & =\frac{1}{2} E_{2}\left(a_{m}\right)  \tag{A.10}\\
\int_{0}^{\infty} \frac{t \cos (\pi t / \alpha) d t}{\left(j_{m}^{2}+t^{2}\right)^{2}} & =\frac{1}{2 j_{m}^{2}}-\frac{a_{m}}{4 j_{m}^{2}} E_{3}\left(a_{m}\right)
\end{align*}
$$

Thence, the two expressions in (6) are derived.
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